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BCI Appliation
BCI AppliationBrain omputer interfaeReorded P300 Speller Brain SignalsCharateristis : appearane of a de�etion in the EEG signals 300ms(P300) after submitting a patient to a stimulus (visual stimulus)This de�etion orresponds to an evoked potential (P300) to bedeteted
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BCI AppliationsAquisition sytemIntensi�ation of row or olumn of the matrix to spell a letterIf a row or olumn ontaining the target letter is illuminated, a P300potential is ativatedTo reognize a letter, 12 intensi�ations are doneTo make the reognition reliable, this is repeated 15 times for a letterSpelling system onsists of 64 EEG hannels
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BCI AppliationsDatasetDi�erent sessions was performed (eah session the patient has toreognize a word)For one aquisition session, the patient is asked to spell a word of 3 to5 haraters540 to 900 bloks of EEG signals reorded aordingly (12× 15 = 180bloks of EEG per harater)After proessing, eah EEG is transformed into 14 time frames vetor
=⇒ 14× 84 = 896 features vetor for one intensi�ation
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BCI Appliations
Problem setupIdentify positive signals (with P300) from negative signalsSelet the useful hannels or variablesHandle the variability of the signals over di�erent sessionsApproah : onsider eah aquisition session as a task, perform amulti-task learning
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Multi-task LearningParadigmAssume T lassi�ation tasks with T datasets
Dt = {(x ti , y ti )}i=1,··· ,ntxi ∈ X , yi ∈ {−1, 1}, t = 1, · · · ,TTasks are onsidered similar enough or related in a ertain senseAim : learn the deision funtions ft(x), t = 1, · · · ,T in a joint mannerTasks share a ommon subset of relevant featuresWay to ensure this onstraint ? Use adequate regularization that favorsjoint features sparsity pattern aross tasksFor BCI appliation, the goal is to identify the most importantfeatures (from a session to another one)Gasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations 05/26/2009 7 / 22



Multi-task LearningFormulationConsider SVM lassi�erminf1,··· ,fT C ·

T
∑t=1 ∑i∈Dt L(ft(x ti ), y ti ) + Ω(f1, · · · , fT ) (1)C : regularization parameter

Dt and ft(x) : dataset and deision funtion related to task tL(y , f (x)) = max(0, 1 − yf (x)) : hinge loss funtion
Ω(f1, · · · , fT ) : joint sparsity regularizerWe suppose the deision funtions ft(x) de�ned as a ombination ofelementary funtions de�ned over di�erent sets of features =⇒ Weadopt a multiple kernel formulationGasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations 05/26/2009 8 / 22



Multi-task Learning (MTL)Multi-kernel formulation : simple aseSuppose we have only one taskLet suppose three kernel spaes H1, H1 and H3 de�ned by kernelsk1(x , z), k2(x , z) and k3(x , z)A deision funtion f (x) takes the formf (x) = f1(x) + f2(x) + f3(x) + b with fm ∈ HmExample : fm(x) = 〈wm, φm(x)〉 with φm(x) the mapping funtionEah kernel ould be de�ned over a set of features aording to somepriori knowledgeRegularizer
Ω(f ) = 12 3

∑m=1 ‖fm‖Hm or Ω(f ) = 12 ( 3
∑m=1 ‖fm‖Hm)2Gasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations 05/26/2009 9 / 22



Multi-task Learning (MTL)Multi-kernel Learning extended to MTLThree kernel spaes Hm, m = 1, · · · , 3 and four tasks with funtionsft(x), t = 1, · · · , 4The deision funtion ft(x) of task t takes the formft(x) = ft,1(x) + ft,2(x) + ft,3(x) + bt with ft,m ∈ HmRegularizer
Ω(f1, · · · , fT ) = 12 3

∑m=1( 4
∑t=1 ‖ft,m‖2Hm)1/2The term ‖f·,m‖ =

(

∑4t=1 ‖ft,m‖2Hm)1/2 measures the importane ofkernel km aross the tasks. If the kernel does not in�uene the deisionfuntions ft , we want the term ‖f·,m‖ small or nullEquivalent to ℓ1 − ℓ2 penalization (mixed-norm regularization)Gasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 10 / 22



Multi-task LearningGeneral problemGathering all elementsminf1,··· ,fT C ·

T
∑t=1 ∑i∈Dt L(ft(x ti ), y ti ) + 12 M

∑m=1 ‖f·,m‖with
‖f·,m‖ =

( T
∑t=1 ‖ft,m‖2Hm)1/2We retrieve a multiple kernel formulation over ‖f·,m‖Any multiple kernel solver an be used to address the learning problemGasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 11 / 22



Multi-task LearningVariational approahminf1,··· ,fT ,d C∑Tt=1∑i∈D L(ft(x ti ), y ti ) +∑Mm=1 ‖f
·,m‖2dms.t ∑m dm = 1, dm ≥ 0 ∀mVariables dm : extra-parameters. The values of dm stress theimportane of the orresponding kernels km in the solution. dm = 0means kernel km disarded from the solution.Rearranging the optimization problemUsing the fat that ‖f·,m‖2 =∑Tt=1 ‖ft,m‖2Hm , we obtainmind J(d) =∑t Jt(d)s.t ∑m dm = 1, dm ≥ 0 ∀mwith Jt(d) = minft C∑i∈Dt L(ft(x ti ), y ti ) +∑m ‖ft,m‖2dmGasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 12 / 22



Multi-task LearningSolver : two-level optimization1 Fix d and solve for eah taskminft C ∑i∈Dt L(ft(x ti ), y ti ) +∑m ‖ft,m‖2dmReall that ft(x) =∑m ft,m(x) + btEah funtion ft is retrieved from the solution of an SVM de�ned overkernel K (x , z) =∑m dmkm(x , z)max
α

ti − 12∑i ,j αti αtj y ti y tj ∑m dmKm(x ti , x tj ) +∑i αtis.t ∑i αti y ti = 0, and 0 ≤ αti ≤ C ∀i2 Knowing the solutions ft , we an update the parameters dm by aprojeted gradient algorithm. The gradient is simply ∑t ∇dJt(d)Gasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 13 / 22



Appliation on BCI896 variables =⇒ 896 kernelsTasks : 4 aquisition sessions1/3 data used for trainingAlgorithms AUC # variablesMTLℓ1−ℓ2 85.72 ± 1.8 192 ± 11FullMKL 86.17 ± 1.8 214 ± 12SepMKL 84.15 ± 1.8 272 ± 13High AUC means good algorithmFullMKL : multiple kernel SVM trained on the entire available trainingsetSepMKL : tasks are trained separately (state of art)Gasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 14 / 22



Handling non-onvex joint sparsity regularizer
Non-onvex regularizationInstead of the ℓ1 − ℓ2 penalty, we onsider a non-onvex�pseudo-norm� ℓp − ℓ2 penalty with 0 < p < 1Aim : emphasize the sparse behavior of the solutionProposed regularization losely related to the spirit of non-onvexgroup lasso algorithms that was issued from onsisteny results of theonvex group lassoNon-onvex regularizer : Ω(f1, · · · , fT ) =∑Mm=1 g(‖f·,m‖)with g(u) = up , 0 < p < 1, and u ≥ 0Remark : any other penalty funtion g(u) ould be used as wellGasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 15 / 22



Handling non-onvex joint sparsity regularizer
DC algorithmAssume the optimization problem minθJ(θ) where J is a non-onvexobjetive funtionDeompose J(θ) as a di�erene of two onvex funtions :J(θ) = J1(θ)− J2(θ)Solve iteratively θ(i+1) = argminθ J1(θ)− 〈∇θJ2(θ(i)), θ − θ(i)〉 untilonvergene
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Handling non-onvex joint sparsity regularizerAppliation of DC prinipleThe non-onvex part is Ω(f1, · · · , fT ) =∑Mm=1 g(‖f·,m‖) withg(u) = up , 0 < p < 1Deomposition : g(u) = u − (u − up)
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Handling non-onvex joint sparsity regularizerAppliation of DC prinipleminf1,··· ,fT C ·

T
∑t=1 ∑i∈Dt L(ft(x ti ), y ti ) + 12 M

∑m=1 g (‖f·,m‖)Deomposition : g(u) = u − (u − up)It leads to J1 = C∑t ∑i∈Dt L(ft(x ti ), y ti ) +∑m ‖f·,m‖J2 =∑m (−‖f·,m‖+ ‖f·,m‖p)Gasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 18 / 22



Handling non-onvex joint sparsity regularizer
Appliation of DC prinipleApplying the DC algorithm, the non-onvex MTL optimization problemboils down to solve iteratively a reweigthed ℓ1 − ℓ2 multi-task problemminf1,··· ,fT ,d C∑t∑i∈Dt L(ft(x ti ), y ti ) +∑m β2m ‖f

·,m‖2dms.t ∑m dm = 1, dm ≥ 0 ∀mAt eah iteration, the weights are given by βm = p
‖f (i)

·,m‖1−pThe optimization problem of eah iteration an be ast into theonvex MTL using kernel k ′m(x , z) = km(x ,z)
β2mThe iterative sheme is applied until onvergene of the weigths βmGasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 19 / 22



Appliation on a simple exampleToy problemT binary lassi�ation tasks with n samples x ∈ R
d for eah taskThe lasses follow gaussian distributions with means µ, −µ andrandom ovariane matrix in R

r where r is the number of relevantvariables. The remaining d − r variables are generated randomly andare onsidered as spurious variablesKernels : eah dimension de�ned a kernel km, m = 1, · · · , d
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Appliation on BCI data896 kernels4 Tasks Algorithms AUC # variablesMTLℓ1−ℓ2 85.72 ± 1.8 192 ± 11FullMKL 86.17 ± 1.8 214 ± 12SepMKL 84.15 ± 1.8 272 ± 13MTLℓp−ℓ2 86.37 ± 1.3 43 ± 6For MTLℓp−ℓ2 , p = 0.5FullMKL : multiple kernel SVM trained on entire training setSepMKL : tasks are trained separatelyThe reognition performanes for MTLℓp−ℓ2 are slightly improved withhowever an important redution of the number of variables =⇒ fewhannels really neededGasso (NEC Labs) Multiple kernel, multi-task learning for BCI appliations05/26/2009 21 / 22



Conlusion
MTL-MKL learning algorithmYields sligth improvments on BCI data for one subjet inter-sessionvariabilityExtend its appliation to takle inter-subjet variabilitiesTest on other learning problemsSpeed-up the learning algorithm by onsidering an online version ?
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